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Affinity (Shinwakan)

Uncanny Valley

0% 50% 100%
Human-likeness

Mori (1970; 2012)
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Emotional Response and

Robot Human-likeness Score

== Study Human-likeness
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At UN, robot Sophia joins meeting
on artificial intelligence and
sustainable development
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* fTechnomoral Virtue (vallor, 2017)

Specific qualities of character that
humans need in order to live wisely and
well with the uncertainty and complexity
of a rapidly changing technosocial
environment

Virtue Ethics (5 & 2| 0| &)
e Aristotle

e Confucianism
e Buddhism
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Congratulations!

You have earned 9 lottery tickets.

- :> Chance to win a $50
| gift card
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Safety driver charged in 2018 incident
where self-driving Uber car killed a
woman

Arizona prosecutors decided the company was not liable in
the crash, the first death of a pedestrian involving a self-
driving vehicle

7200 E 2900 N =»

Scottsdale Rd

© An Uber self-driving vehicle drives through an intersection in Scottsdale, Arizona. Photograph:
Natalie Behring/Reuters

Prosecutors in Arizona have charged the safety driver behind the wheel of a
self-driving Uber test car that struck and killed a woman in 2018 with
negligent homicide.
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. Blame-Praise Asymmetry (pizarro etal., 2003; Bostyn & Roets, 2016)
« Deterrence, Just Deserts, Non-punitive Restoration of
Justice (Carlsmith et al., 2002; Heffner & Feldmanhall, 2019)
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Innovation-Focused

Policy

The primary objective of this government’s Al policy is
to foster Al technology advancements and economic
growth.

The government supports the innovation of cutting-
edge Al technology and the higher productivity and
profits that are driven by this technology.
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Regulation-Focused
Policy

The primary objective of this government’s Al policy is
to manage risks associated with Al technology and
protect public interests.

The government supports strict regulation to ensure
the responsible and ethical development and
deployment of Al technology.
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Al 7| = 28 0| Al

Risk Domains & Contents Meal? Risk
Levels Ratings
L ow Entertainment
* The use of Al in metaverse online gaming 2.45
* The use of Al in media streaming service
Medium | Education
* The use of Al in college admission system
3.13
Healthcare
* The use of Al in hearing aids
High Healthcare
* The use of Al-powered healthcare robots to assist high-
risk pregnancy women 3.94

Military Defense
* The use of Al-driven unmanned warplanes
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p <.001

Kim & Kwon (2024)
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« =X| & X=X =X (Robots as Agents)

* Agency: The capacity to act
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2E 1. A8
People perceive agency in another entity when the entity’s
actions may be assumed by to be
driven primarily by its and
less by the external environment.

Q| ZHAXIZL B2 I, 1 CHAO| $50| Q2 $HH K CH=
U5 QL ah 7801 2ol =2 2l /b8
o) m=1 [H
A= .

Trafton et al. (2024)
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Feelings

Environment

Environment

Environment

Trafton et al. (2024)

acts with purpose

has goals

can create new goals

can communicate with people

treats others as if they had a mind

wanted to perform these actions

can show emotions to other people

can change their behavior based on how people treat them
can adapt to different situations

would do well in other environments

can perform many different types of tasks
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(If an artificial entity is perceived to have sufficient degrees
of interactivity, autonomy, and adaptability, it can be
judged as an agent.)

Floridi & Sanders (2004)
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Floridi & Sanders (2004)
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The robot can respond to its
surroundings in a timely
manner.

The robot's decisions can be
modified based on changes
in its surroundings.

The robot can react to events
occurring in its operating
environment.

The robot can respond to
other entities' behavior.

The robot can make
decisions independent of
external influences.

The robot can choose to
pause what itis doing on its
own.

The robot can pursue its own
goals.

The robot can generate
solutions without aid from
other entities.

The robot can independently
select the most relevant
iInformation for its task.

The robot can choose how to
move through its

environment.

The robot can learn from its
experiences.

Based on its experiences, the
robot can change the way it
behaves over time.

When the robot acquires a
new behavior, it can adapt
that behavior to different
situations.

The robot can modify how it
behaves based on its prior
experiences with other
entities.

The robot can learn from its
interactions with its
surroundings.




>, ““ . £ !
Can yoeu mak‘e\z‘"sure Alex doesn't find outabcau ttxmisme'etmg?

To what extent do you agree with the following statements about the robot in the
video?

Based on its experiences, the robot can change the way it behaves over time.

O O O O O O O

Strongly Disagree Somewhat MNeutral Somewhat Agree Strongly
Disagree Disagree Agree Agree
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